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Figure 3: Late phase detection

on these tools and infrastructure, defenders force an adversary to change every phase of their intrusion in
order to successfully achieve their goals in subsequent intrusions. In this way, network defenders use the
persistence of adversaries’ intrusions against them to achieve a level of resilience.

Equally as important as thorough analysis of successful compromises is synthesis of unsuccessful intrusions.
As defenders collect data on adversaries, they will push detection from the latter phases of the kill chain into
earlier ones. Detection and prevention at pre-compromise phases also necessitates a response. Defenders
must collect as much information on the mitigated intrusion as possible, so that they may synthesize what
might have happened should future intrusions circumvent the currently effective protections and detections
(see Figure 4). For example, if a targeted malicious email is blocked due to re-use of a known indicator,
synthesis of the remaining kill chain might reveal a new exploit or backdoor contained therein. Without
this knowledge, future intrusions, delivered by different means, may go undetected. If defenders implement
countermeasures faster than their known adversaries evolve, they maintain a tactical advantage.

Reconnaissance Weaponization Delivery Exploitation Installation C2 Actions

Analysis Detection Synthesis

Figure 4: Earlier phase detection

3.5 Campaign Analysis

At a strategic level, analyzing multiple intrusion kill chains over time will identify commonalities and
overlapping indicators. Figure 5 illustrates how highly-dimensional correlation between two intrusions
through multiple kill chain phases can be identified. Through this process, defenders will recognize
and define intrusion campaigns, linking together perhaps years of activity from a particular persistent
threat. The most consistent indicators, the campaigns key indicators, provide centers of gravity for
defenders to prioritize development and use of courses of action. Figure 6 shows how intrusions may have
varying degrees of correlation, but the inflection points where indicators most frequently align identify
these key indicators. These less volatile indicators can be expected to remain consistent, predicting the
characteristics of future intrusions with greater confidence the more frequently they are observed. In
this way, an adversary’s persistence becomes a liability which the defender can leverage to strengthen its
posture.

The principle goal of campaign analysis is to determine the patterns and behaviors of the intruders,
their tactics, techniques, and procedures (TTP), to detect “how” they operate rather than specifically
“what” they do. The defender’s objective is less to positively attribute the identity of the intruders than
to evaluate their capabilities, doctrine, objectives and limitations; intruder attribution, however, may
well be a side product of this level of analysis. As defenders study new intrusion activity, they will
either link it to existing campaigns or perhaps identify a brand new set of behaviors of a theretofore
unknown threat and track it as a new campaign. Defenders can assess their relative defensive posture on
a campaign-by-campaign basis, and based on the assessed risk of each, develop strategic courses of action
to cover any gaps.

Another core objective of campaign analysis is to understand the intruders’ intent. To the extent
that defenders can determine technologies or individuals of interest, they can begin to understand the
adversarys mission objectives. This necessitates trending intrusions over time to evaluate targeting
patterns and closely examining any data exfiltrated by the intruders. Once again this analysis results
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in a roadmap to prioritize highly focused security measures to defend these individuals, networks or
technologies.

4 Case Study

To illustrate the benefit of these techniques, a case study observed by the Lockheed Martin Computer
Incident Response Team (LM-CIRT) in March 2009 of three intrusion attempts by an adversary is
considered. Through analysis of the intrusion kill chains and robust indicator maturity, network defenders
successfully detected and mitigated an intrusion leveraging a “zero-day” vulnerability. All three intrusions
leveraged a common APT tactic: targeted malicious email (TME) delivered to a limited set of individuals,
containing a weaponized attachment that installs a backdoor which initiates outbound communications
to a C2 server.

4.1 Intrusion Attempt 1

On March 3, 2009, LM-CIRT detected a suspicious attachment within an email discussing an upcoming
American Institute of Aeronautics and Astronautics (AIAA) conference. The email claimed to be from
an individual who legitimately worked for AIAA, and was directed to only 5 users, each of whom had
received similar TME in the past. Analysts determined the malicious attachment, tcnom.pdf, would
exploit a known, but unpatched, vulnerability in Adobe Acrobat Portable Document Format (PDF):
CVE-2009-0658, documented by Adobe on February 19, 2009 (Adobe, 2009) but not patched until March
10, 2009. A copy of the email headers and body follow.

Received: (qmail 71864 invoked by uid 60001); Tue, 03 Mar 2009 15:01:19 +0000

Received: from [60.abc.xyz.215] by web53402.mail.re2.yahoo.com via HTTP; Tue,

03 Mar 2009 07:01:18 -0800 (PST)

Date: Tue, 03 Mar 2009 07:01:18 -0800 (PST)

From: Anne E... <dn...etto@yahoo.com>

Subject: AIAA Technical Committees

To: [REDACTED]

Reply-to: dn...etto@yahoo.com

Message-id: <107017.64068.qm@web53402.mail.re2.yahoo.com>

MIME-version: 1.0

X-Mailer: YahooMailWebService/0.7.289.1

Content-type: multipart/mixed; boundary="Boundary_(ID_Hq9CkDZSoSvBMukCRm7rsg)"

X-YMail-OSG:

Please submit one copy (photocopies are acceptable) of this form, and one

copy of nominee’s resume to: AIAA Technical Committee Nominations,

1801 Alexander Bell Drive, Reston, VA 20191. Fax number is 703/264-

7551. Form can also be submitted via our web site at www.aiaa.org, Inside

AIAA, Technical Committees

Within the weaponized PDF were two other files, a benign PDF and a Portable Executable (PE) backdoor
installation file. These files, in the process of weaponization, were encrypted using a trivial algorithm with
an 8-bit key stored in the exploit shellcode. Upon opening the PDF, shellcode exploiting CVE-2009-0658
would decrypt the installation binary, place it on disk as C:\Documents and Settings\[username]

\Local Settings\fssm32.exe, and invoke it. The shellcode would also extract the benign PDF and
display it to the user. Analysts discovered that the benign PDF was an identical copy of one published on
the AIAA website at http://www.aiaa.org/pdf/inside/tcnom.pdf, revealing adversary reconnaissance
actions.

The installer fssm32.exe would extract the backdoor components embedded within itself, saving EXE
and HLP files as C:\Program Files\Internet Explorer\IEUpd.exe and IEXPLORE.hlp. Once active,
the backdoor would send heartbeat data to the C2 server 202.abc.xyz.7 via valid HTTP requests. Table
2 articulates the identified, relevant indicators per phase. Due to successful mitigations, the adversary
never took actions on objectives, therefore that phase is marked ”N/A.”
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Table 2: Intrusion Attempt 1 Indicators

Phase Indicators

Reconnaissance
[Recipient List]

Benign File: tcnom.pdf

Weaponization Trivial encryption algorithm: Key 1

Delivery

dn...etto@yahoo.com
Downstream IP: 60.abc.xyz.215

Subject: AIAA Technical Committees
[Email body]

Exploitation
CVE-2009-0658

[shellcode]

Installation
C:\...\fssm32.exe
C:\...\IEUpd.exe

C:\...\IEXPLORE.hlp

C2
202.abc.xyz.7

[HTTP request]

Actions on Objectives N/A

4.2 Intrusion Attempt 2

One day later, another TME intrusion attempt was executed. Analysts would identify substantially
similar characteristics and link this and the previous day’s attempt to a common campaign, but analysts
also noted a number of differences. The repeated characteristics enabled defenders to block this activity,
while the new characteristics provided analysts additional intelligence to build resiliency with further
detection and mitigation courses of action.

Received: (qmail 97721 invoked by uid 60001); 4 Mar 2009 14:35:22 -0000

Message-ID: <552620.97248.qm@web53411.mail.re2.yahoo.com>

Received: from [216.abc.xyz.76] by web53411.mail.re2.yahoo.com via HTTP; Wed,

04 Mar 2009 06:35:20 PST

X-Mailer: YahooMailWebService/0.7.289.1

Date: Wed, 4 Mar 2009 06:35:20 -0800 (PST)

From: Anne E... <dn...etto@yahoo.com>

Reply-To: dn...etto@yahoo.com

Subject: 7th Annual U.S. Missile Defense Conference

To: [REDACTED]

MIME-Version: 1.0

Content-Type: multipart/mixed; boundary="0-760892832-1236177320=:97248"

Welcome to the 7th Annual U.S. Missile Defense Conference

The sending email address was common to both the March 3 and March 4 activity, but the subject matter,
recipient list, attachment name, and most importantly, the downstream IP address (216.abc.xyz.76) dif-
fered. Analysis of the attached PDF, MDA_Prelim_2.pdf, revealed an identical weaponization encryption
algorithm and key, as well as identical shellcode to exploit the same vulnerability. The PE installer in the
PDF was identical to that used the previous day, and the benign PDF was once again an identical copy of
a file on AIAA’s website (http://www.aiaa.org/events/missiledefense/MDA_Prelim_09.pdf). The
adversary never took actions towards its objectives, therefore that phase is again marked ”N/A.” A
summary of indicators from the first two intrusion attempts is provided in Table 3.
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Table 3: Intrusion Attempts 1 and 2 Indicators

Phase Intrusion 1 Intrusion 2

Reconnaissance
[Recipient List]

Benign File: tcnom.pdf
[Recipient List]

Benign File: MDA_Prelim_09.pdf

Weaponization Trivial encryption algorithm: Key 1Trivial encryption algorithm: Key 1

Delivery

Downstream IP: 60.abc.xyz.215
Subject: AIAA Technical Committees

[Email body]

Downstream IP: 216.abc.xyz.76
Subject: 7th Annual U.S. Missile Defense 

Conference
[Email body]

Delivery

dn...etto@yahoo.comdn...etto@yahoo.com

Exploitation
CVE-2009-0658

[shellcode]
CVE-2009-0658

[shellcode]

Installation
C:\...\fssm32.exe
C:\...\IEUpd.exe

C:\...\IEXPLORE.hlp

C:\...\fssm32.exe
C:\...\IEUpd.exe

C:\...\IEXPLORE.hlp

C2
202.abc.xyz.7

[HTTP request]
202.abc.xyz.7

[HTTP request]

Actions on 
Objectives

N/A N/A

4.3 Intrusion Attempt 3

Over two weeks later, on March 23, 2009, a significantly different intrusion was identified due to indicator
overlap, though minimal, with Intrusions 1 and 2. This email contained a PowerPoint file which exploited
a vulnerability that was not, until that moment, known to the vendor or network defenders. The
vulnerability was publicly acknowledged 10 days later by Microsoft as security advisory 969136 and
identified as CVE-2009-0556 (Microsoft, 2009b). Microsoft issued a patch on May 12, 2009 (Microsoft,
2009a). In this campaign, the adversary made a significant shift in using a brand new, “zero-day” exploit.
Details of the email follow.

Received: (qmail 62698 invoked by uid 1000); Mon, 23 Mar 2009 17:14:22 +0000

Received: (qmail 82085 invoked by uid 60001); Mon, 23 Mar 2009 17:14:21 +0000

Received: from [216.abc.xyz.76] by web43406.mail.sp1.yahoo.com via HTTP; Mon,

23 Mar 2009 10:14:21 -0700 (PDT)

Date: Mon, 23 Mar 2009 10:14:21 -0700 (PDT)

From: Ginette C... <ginette.c...@yahoo.com>

Subject: Celebrities Without Makeup

To: [REDACTED]

Message-id: <297350.78665.qm@web43406.mail.sp1.yahoo.com>

MIME-version: 1.0

X-Mailer: YahooMailClassic/5.1.20 YahooMailWebService/0.7.289.1

Content-type: multipart/mixed; boundary="Boundary_(ID_DpBDtBoPTQ1DnYXw29L2Ng)"

<email body blank>

This email contained a new sending address, new recipient list, markedly different benign content displayed
to the user (from “missile defense” to “celebrity makeup”), and the malicious PowerPoint attachment
contained a completely new exploit. However, the adversaries used the same downstream IP address,
216.abc.xyz.76, to connect to the webmail service as they used in Intrusion 2. The PowerPoint file was
weaponized using the same algorithm as the previous two intrusions, but with a different 8-bit key. The
PE installer and backdoor were found to be identical to the previous two intrusions. A summary of
indicators from all three intrusions is provided in Table 4.

Leveraging intelligence on adversaries at the first intrusion attempt enabled network defenders to prevent
a known zero-day exploit. With each consecutive intrusion attempt, through complete analysis, more
indicators were discovered. A robust set of courses of action enabled defenders to mitigate subsequent

11



Table 4: Intrusion Attempts 1, 2, and 3 Indicators

Phase Intrusion 1 Intrusion 2 Intrusion 3

Reconnaissance
[Recipient List]

Benign PDF
[Recipient List]

Benign PDF
[Recipient List]

Benign PPT

Weaponization
Trivial encryption algorithmTrivial encryption algorithmTrivial encryption algorithm

Weaponization
Key 1Key 1 Key 2

Delivery

[Email subject]
[Email body]

[Email subject]
[Email body]

[Email subject]
[Email body]

Delivery
dn...etto@yahoo.comdn...etto@yahoo.com ginette.c...@yahoo.com

Delivery

60.abc.xyz.215 216.abc.xyz.76216.abc.xyz.76

Exploitation
CVE-2009-0658

[shellcode]
CVE-2009-0658

[shellcode]
[PPT 0-day]
[shellcode]

Installation
C:\...\fssm32.exe
C:\...\IEUpd.exe

C:\...\IEXPLORE.hlp

C:\...\fssm32.exe
C:\...\IEUpd.exe

C:\...\IEXPLORE.hlp

C:\...\fssm32.exe
C:\...\IEUpd.exe

C:\...\IEXPLORE.hlp

C2
202.abc.xyz.7

[HTTP request]
202.abc.xyz.7

[HTTP request]
202.abc.xyz.7

[HTTP request]

Actions on 
Objectives

N/A N/A N/A

intrusions upon delivery, even when adversaries deployed a previously-unseen exploit. Further, through
this diligent approach, defenders forced the adversary to avoid all mature indicators to successfully launch
an intrusion from that point forward.

Following conventional incident response methodology may have been effective in managing systems
compromised by these intrusions in environments completely under the control of network defenders.
However, this would not have mitigated the damage done by a compromised mobile asset that moved
out of the protected environment. Additionally, by only focusing on post-compromise effects (those after
the Exploit phase), fewer indicators are available. Simply using a different backdoor and installer would
circumvent available detections and mitigations, enabling adversary success. By preventing compromise
in the first place, the resultant risk is reduced in a way unachievable through the conventional incident
response process.

5 Summary

Intelligence-driven computer network defense is a necessity in light of advanced persistent threats. As
conventional, vulnerability-focused processes are insufficient, understanding the threat itself, its intent,
capability, doctrine, and patterns of operation is required to establish resilience. The intrusion kill
chain provides a structure to analyze intrusions, extract indicators and drive defensive courses of actions.
Furthermore, this model prioritizes investment for capability gaps, and serves as a framework to measure
the effectiveness of the defenders’ actions. When defenders consider the threat component of risk to
build resilience against APTs, they can turn the persistence of these actors into a liability, decreasing the
adversary’s likelihood of success with each intrusion attempt.

The kill chain shows an asymmetry between aggressor and defender, any one repeated component by
the aggressor is a liability. Understanding the nature of repetition for given adversaries, be it out of
convenience, personal preference, or ignorance, is an analysis of cost. Modeling the cost-benefit ratio
to intruders is an area for additional research. When that cost-benefit is decidedly imbalanced, it is
perhaps an indicator of information superiority of one group over the other. Models of information
superiority may be valuable for computer network attack and exploitation doctrine development. Finally,
this paper presents an intrusions kill chain model in the context of computer espionage. Intrusions may
represent a broader problem class. This research may strongly overlap with other disciplines, such as IED
countermeasures.
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